Introduction

Theoretical studies showed that a traveling wave is an emergent behavior of systems with spatially restricted connectivity [1,2,3]. Experimental studies have observed waves in a variety of brain regions, including the olfactory bulb [4,5,6], hippocampus [7], primary sensory cortices [8,9,10,11,12,13,14,15,16], and motor cortex [17], suggesting that waves may contribute to cortical function.

In the visual cortex, various wave-like activities have been observed. For example, a single spike can initiate a radial wave across the surface of cortex [18], and a local visual stimulus can evoke a traveling wave spreading from the retinotopic representation of the stimulus to neighboring cortical area [8,10]. The biophysical substrate for the spreading activity may involve horizontal connections in the visual cortex [19]. Traveling waves were also reported in the visual cortices of ferrets and turtles [11,20,21]. These waves traveled across the border of different visual areas, probably mediated by long range cortico-cortical connections. The inter-cortical wave-like activity may serve as a means of communication between different areas [11,22].

Connections between areas 17 and 18 in cat visual cortex are spatially reciprocal [23,24,25]. Previous studies showed that neurons in area 17 can be directly driven by neurons in area 18 in addition to the feedback inputs from layer 4 [26,27], suggesting that visual information may flow from area 18 to 17. At the population level, however, the spatiotemporal pattern of dynamic interaction between the two areas remains to be investigated. In particular, it is not clear whether the information flow can be manifested as propagating waves. On the other hand, since waves may occur under both sensory stimulation and spontaneous conditions [9,28], it is also of interest to examine the relationship between the dynamics of evoked and spontaneous activities.

In this study, we have examined the spatiotemporal properties of population activity across areas 17 and 18 by recording local field potentials (LFPs) from the superficial layers with multielectrode arrays. Using full-field contrast reversal gratings that covered the receptive fields (RFs) of all recording sites, we showed that the visually evoked LFPs exhibited systematic phase shifts across the cortical surface, and the activity propagated as waves from area 18 to 17. The direction of the waves was independent of stimulus orientation and the direction of phase gradient could not be accounted for by the spatial gradient of RF latencies. Furthermore, the wave speed increased with the frequency of neuronal oscillation. In spontaneous activity, propagating waves traveled in both directions between areas 17 and 18. Thus, visual stimulation may modulate spontaneous activity to facilitate wave propagation from area 18 to 17.

Materials and Methods

Surgery

All procedures were in accordance with National Institutes of Health Guidelines, and the protocol was approved by the Biological Research Ethics Committee of the Shanghai Institutes for Biological Sciences, Chinese Academy of Sciences (permit number: ER-SIBS-221105C).

The methods for surgery have been previously described in detail [29]. Briefly, adult cats (weighing 1.5–4.5 kg each) were initially anesthetized with ketamine (25–30 mg/kg, intramuscularly) and injected with atropine sulfate (0.05 mg/kg, subcutane-
ously). After tracheotomy, the animals were artificially ventilated. During recordings, anesthesia was maintained with sodium pentothal (3 mg/kg/h) or urethane (13–20 mg/kg/h) and paralysis with Gallamine (10–20 mg/kg/h). The end-tidal CO2 was maintained at ~3.5%, and body temperature at 37.5–38.5°C. Eyes were fitted with appropriate contact lenses with artificial pupils of 3-mm diameter, and focused on a tangent screen. A craniootomy (~6 mm in diameter) was performed over the primary visual cortex (centered at P2–4 and L2–3, including both areas 17 and 18).

Recordings
Recordings were made using multi-electrode arrays (Blackrock Microsystems), consisting of 8×8 or 10×10 grids of microelectrodes (1-mm electrode length, 400-μm electrode separation). To record from the superficial layers, the arrays were inserted 0.5–0.6 mm into the cortex using a pneumatic insertion device. To prevent pulsation, the array and the exposed cortex were covered in 1.5–2% agar. Signals were amplified using a Cerebus 128-channel system (Blackrock Microsystems). All LFP signals were sampled at 2 KHz per channel with a wide-band front-end filter (0.3–500 Hz). LFP data were post-processed by removing channels that may not be functional due to broken electrodes or noise.

Visual Stimulation
Visual stimuli were generated with a PC containing a Leadtek GeForce 6800 video card and displayed on a CRT monitor (Sony CPD-G520), mean luminance of 32 cd/m², 1024×768 resolution, refresh rate 120 Hz placed 57 cm away from the animal’s eyes. Luminance nonlinearities were corrected through software. Stimuli were presented to the contralateral eye. For each experiment, we first mapped the receptive fields (RFs) of the LFP responses using sparse noise stimuli, in which a white or black square (0.5–2”) was flashed on a gray background at each of the 16×16 (or 12×12) positions in a pseudorandom sequence. The stimuli were presented with an effective frame rate of 60 Hz so that each sparse noise image appeared for 16.7 ms. Each square was presented 30–60 times. We then presented full-field (20”–30”) contrast reversal gratings (spatial frequency: 0.2–0.5 cycle/°, mostly 0.32 cycle/°; contrast: 75%), covering the RFs of all recording sites. In 10 experiments, the gratings were contrast-reversed at 4 Hz. In 4 experiments, the gratings were contrast-reversed at 2, 3, 4, or 5 Hz. These frequencies were chosen because the optimal temporal frequency for neurons in the primary visual cortex was 3–4 Hz [30,31]. The gratings were presented at 4 different phases (0°, 90°, 180°, and 270°) and 8 different orientations (spaced at 22.5°). Both the phase and the orientation of the gratings were randomized. Each grating was presented for 1 sec and repeated 80 times. In 9 experiments, we measured spontaneous responses using a blank screen of mean luminance as well as evoked responses using contrast-reversal gratings at 4 Hz. In 4 experiments, we measured spontaneous responses as well as evoked responses using contrast-reversal gratings at 2, 3, 4, and 5 Hz.

Data Analysis
All data analyses were implemented with custom software written in Matlab.

Power Spectrum Estimation. We used a multi-taper method [32] to estimate the power spectrum of the responses. For a given LFP signal \( V(t) \), the power spectrum was given by

\[
S(f) = \left(1/K\right) \sum_{k=1}^{K} S_k(f),
\]

\[
S_k(f) = \frac{1}{T} \sum_{t=1}^{T} V(t)e^{-i2\pi ft} w_k(t)^2,
\]

where \( T \) is the length of the LFP signal, and \( w_k(t) \) is the \( k^{th} \) Slepian function. The Slepian functions are orthogonal basis functions that are characterized by bandwidth \( W \) in frequency and length \( T \) in time. There are \( K = 2TW - 1 \) tapers that are spectrally concentrated in the frequency band \([f - W, f + W]\). In our analysis, we used \( W = 1.5 \) Hz and \( K = 5 \).

Spatial Coherence. To isolate coherent responses within separate frequency bands, we computed spatial coherence using a method of space-frequency singular value decomposition (SVD) [12]. The LFP signal was transformed from the time domain to the frequency domain:

\[
\tilde{V}_x(x,f) = \sum_{t=1}^{T} V(x,t)e^{-i2\pi ft} w_k(t),
\]

where \( V(x,t) \) represents the LFP signal on channel \( x \) at time \( t \), and \( w_k(t) \) is the \( k^{th} \) Slepian function at time \( t \) and bandwidth \( W \). To decompose the signals, we performed an SVD on the complex matrix \( \tilde{V}_x(x,f) \):

\[
\tilde{V}_x(x,f) = \sum_{k=1}^{K} \lambda_k(f) F_k(x;f) G_k(k;f),
\]

where \( K = 5 \). The coherence for a given frequency was measured by:

\[
C(f) = \frac{\lambda_k^2(f)}{\sum_{k=1}^{K} \lambda_k^2(f)},
\]

where \( K \) is the number of non-zero singular values. If the spatial pattern of activity is completely coherent in the given frequency band, there is only one non-zero singular value. Thus, \( C(f) \) approaches 1 for highly coherent responses and \( C(f) \approx K^{-1} \) for random responses that are spatially uniform.

Filtering, Hilbert Transform, and Estimation of Wave Parameters. We applied a Kaiser filter [33] to band-pass-filter the LFP signals evoked by contrast reversal gratings. The passband of the Kaiser filter was 2–6, 4–8, 6–10, and 10–12 Hz for the responses evoked by gratings that contrast-reversed at 2, 3, 4, and 5 Hz, respectively. Other parameters of the Kaiser filter were: transition bandwidth = 1 Hz, passband ripple = 0.01 dB, and stopband attenuation = 60 dB [33]. Forward and backward filtering was used to prevent phase distortion. For the experiments in which we measured both the spontaneous responses and the evoked responses, spontaneous responses were filtered in a similar manner. After filtering, the signals in each channel were independently Z scored [18]. We used the Hilbert transform to extract the analytic phase from the band-limited signals \( s(t) \) [17]. The analytical signal of \( s(t) \) is defined as:

\[ s(t) = \text{Re}[H(s(t))], \]

\[ \text{Im}[H(s(t))], \]

\[ s(t) = \text{Re}[H(s(t))] + j\text{Im}[H(s(t))], \]

\[ |H(s(t))|, \]

\[ \angle H(s(t)) = \text{arg}[H(s(t))]. \]
\[ s(t) + iHb[s(t)] = a(t)e^{i\phi(t)}, \]

in which \( \phi(t) \) is the analytic phase, which is given by 
\[ \phi(t) = \arctan \left( \frac{\text{Im}(f(t))}{\text{Re}(f(t))} \right), \]
and \( a(t) \) is the analytic amplitude. Although the analytic phase does not have a clear physiological meaning, the phases across space reflect the relative timing of activity across space [17].

For the filtered signal at each time \( t \) and coordinate \((x,y)\) of the array, we calculated an instantaneous phase \( \phi(x,y,t) \). The phases in the array were unwrapped in both spatial and temporal dimensions, either for the purpose of computing phase gradient or displaying the phase map averaged over the time points within one cycle of oscillation [17]. The velocity of coherent activity was defined as the velocity of the contours of constant phase [34]. We computed the wave velocity, \( v = (\frac{dx}{dt}, \frac{dy}{dt}) \), by taking the total derivative of \( \phi(x,y,t) = C \) with respect to time [17]:
\[
\frac{d\phi}{dt} = \frac{\partial \phi}{\partial x} \frac{dx}{dt} + \frac{\partial \phi}{\partial y} \frac{dy}{dt} = \nabla \phi \cdot \nabla = 0,
\]
where \( \nabla \phi \) denotes the spatial gradient of the instantaneous phases across the array. To accurately estimate the speed and direction of the waves, for each time point we first defined a measure of phase gradient directionality (PGD) to determine the degree of alignment of the phase gradients across the array [17]:
\[
\text{PGD}(t) = \frac{\|\nabla \phi\|}{\|\nabla \phi\|}.
\]
For a time point at which the phase gradients at all positions are perfectly aligned, PGD = 1. For a time point with randomly distributed phase gradients, PGD = 0. Since PGD measures how well the phase gradients at all sites are aligned, responses at those time points with PGD > 0.5 had well defined propagation velocity and direction [17], and thus were considered to be wave-like. To estimate the proportion of wave-like time points for the single-trial responses, we defined wave probability as the proportion of time points with PGD > 0.5. From the single-trial responses, we estimated the direction and speed of the waves using those time points with PGD > 0.5. The wave direction was estimated by:
\[
\text{direction}(t) = -\nabla \phi,
\]
and the wave speed by:
\[
\text{speed}(t) = \frac{\nabla \phi}{\|\nabla \phi\|}.
\]

**Linear Fit between Wave Speed and Oscillation Frequency.** The relationship between wave speed and the frequency of neuronal oscillation was fitted by a linear function, \( y = k \cdot x \). The goodness of fit was estimated by the \( R^2 \) statistics:
\[
R^2 = \frac{\sum (\hat{y}_i - \bar{y})^2}{\sum (y_i - \bar{y})^2},
\]
where \( \hat{y}_i \) is the fitted value, \( y_i \) is the observed value, and \( \bar{y} \) is the average of all observed values. An \( R^2 \) close to 1 indicates that the linear function well fits the data, whereas an \( R^2 \) close to 0 indicates that the fit is not significantly better than approximating the data by its mean.

**Wave Snapshots Display.** To display the spatiotemporal pattern of the activity, the responses from each channel were normalized to their maximum amplitude [35]. The normalized signals were then color coded according to a linear pseudocolor scale. Data of broken channels were interpolated (Matlab function ‘interp2’). Each individual snapshot was again linearly interpolated for display purposes.

**Fourier Analysis.** For the evoked responses (i.e., the responses averaged over all trials) in each experiment, we also used Fourier analysis to obtain a phase map and analyze the phase gradient. To compute a single Fourier component for the evoked responses, we multiplied the raw signal \( F(t) \) by the corresponding complex exponential:
\[
\hat{F}(f_0) = \sum_{t=1}^{T} F(t) e^{-\alpha \tau \phi},
\]
where \( f_0 \) is the frequency of interest. The phase of this Fourier component is given by
\[
\phi(f_0) = \arctan \left( \frac{\text{Im} \hat{F}(f_0)}{\text{Re} \hat{F}(f_0)} \right),
\]
where \( \text{Im} \hat{F}(f_0) \) and \( \text{Re} \hat{F}(f_0) \) denote the imaginary and real parts of \( \hat{F}(f_0) \), respectively. We then obtained a phase map using the phase of the 2nd harmonic component in each channel. The phase obtained by this method represented the latency of response [10]. The gradient directionality (GD) of the phase map was measured by \( GD = \frac{\|\nabla \phi\|}{\|\nabla \phi\|} \), where \( \nabla \phi \) denotes the spatial gradient of the phases.

**RF Mapping and RF Latency Estimation.** Spatiotemporal RF maps were obtained by cross-correlating the LFP with the visual stimulus [36,37]:
\[
RF(x,y,t) = \langle r(t) S(x,y,t - \tau) \rangle,
\]
where \( S(x,y,t) \) represents the spatiotemporal visual stimulus and \( r(t) \) represents the LFP signal from a recording site. Since previous studies reported that the signal-to-noise ratio of responses to black squares was higher than that to white squares [38,39] (which was confirmed by our own data), we used the RF mapped with black squares for subsequent analysis.

We computed the temporal impulse response as the variances of spatial RFs at different time delays [37,40]:
\[
\sigma^2(\tau) = \langle [RF(x,y,t) - \langle RF(x,y,t) \rangle]^2 \rangle.
\]
Spatial RF at peak variance was obtained for each recording site in the array. The location of the 17/18 border can be estimated from the changes in RF size and the reversal of RF progression [41,42] (Figure S1). RF latency was defined as the time when the rising phase of the impulse response reached 40% of its peak value [43]. For each experiment, we measured the GD of RF latency map (a map that contained the latencies of all recording sites) by \( GD = \frac{\|\nabla \tau\|}{\|\nabla \tau\|} \), where \( \nabla \tau \) denotes the spatial gradient of the RF latencies across the array.
Results

Stimulus-Induced Oscillations Propagated As Waves Across the 17/18 Border

We recorded LFPs in response to full-field contrast reversal gratings from the superficial layers of areas 17 and 18 using multielectrode arrays (Materials and Methods). As shown in Figure 1A and B, 4-Hz contrast reversal gratings induced responses that oscillated at approximately 8 cycles/sec (i.e., the 2nd harmonic), consistent with previous studies [10,44]. Power spectra of the LFPs across multiple channels showed prominent peaks at the 2nd harmonic frequency (Figure 1C). To examine whether the broadband responses contained a distinct spatiotemporal structure of the 2nd harmonic responses, we performed a space-frequency SVD analysis to compute the spatial coherence within different frequency bands (Materials and Methods). We found that the coherence peaked at frequencies around 8 Hz (Figure 1D). Because high spatial coherence is a necessary (but not sufficient) condition for wave-like activity [17], this result suggests that visually evoked LFPs may propagate as waves. We next extracted the visually induced oscillatory signals by band-pass filtering the responses at 6–10 Hz (Materials and Methods). During the oscillations in single trials, we observed systematic phase differences of the responses across different channels distributed along the medial-lateral axis (Figure 2A, middle). When we examined the spatial pattern of the normalized responses at a series of time points (Materials and Methods), we found plane waves traveling across the array (Figure 2B). To further examine the spatial organization of the phases, we extracted the instantaneous phase at each time point for each channel in the array (Materials and Methods). A phase map across the array was computed by averaging the phases over one cycle of oscillation for each channel (Figure 2A, right). For the wave-like responses shown in Figure 2B, the phase maps exhibited clear gradients, the directions of which were approximately along the medial-lateral axis (Figure 2B, right).

We further examined the responses averaged over all trials (i.e., evoked responses). Figure 2C shows the evoked responses for 7 recording sites across the array as indicated in Figure 2A. The presence of phase offsets in these sites suggests that the wave activity is evoked by the stimulus rather than caused by random noise that would be cancelled out by averaging. Moreover, systematic phase shifts occurred in every cycle of the evoked responses, indicating that the propagating activity is in the form of one-cycle-one-wave [45]. Figure 2D shows the images of evoked responses for the time points within two cycles of oscillation recorded from the right hemisphere of one cat. In all 10 experiments, the propagation direction of the evoked waves was...
Figure 2. Waves in single-trial responses and evoked responses to 4-Hz contrast reversal gratings. (A) Left, schematic drawing of areas 17 and 18 (right hemisphere) and the recording sites of the 8 x 8 array. A, anterior; P, posterior; L, lateral; M, medial. Middle, Single-trial LFPs band-pass filtered at 6–10 Hz during one cycle of oscillation for the 7 recording sites indicated in the left panel. Each red circle marks the trough of response in...
from area 18 to 17. To analyze the phase organization of the evoked responses shown in Figure 2D, we extracted the analytic phase at each time point using Hilbert transform (Materials and Methods) and computed a phase map by averaging the phases over all cycles of oscillation. We also performed Fourier analysis on the unfiltered LFPs and computed a phase map from the second harmonic component of the response (Materials and Methods). For the two phase maps estimated by the two methods (Figure 2D, right panel), the degree of phase shift across space was similar, with a systematic increase in phase from the medial to the lateral part of the cortex. For all 10 experiments, when we quantified the gradient of the second harmonic phase map by the measure of GD (Materials and Methods), we found that the GD was above 0.5 in most experiments (see below), further supporting the idea that the evoked responses propagated as waves.

Direction and Speed of Stimulus-Induced Waves

To quantitatively characterize the waves in single trials, for each time point we used the analytic phases at all sites to obtain an instantaneous phase map, from which we further computed the instantaneous propagation direction and propagation speed (Materials and Methods). Because only a well-defined phase gradient indicates the presence of wave, we first quantified the degree of alignment of the phase gradients using the PGD measure (Materials and Methods). PGD is 1 for a time point at which the phase gradients at all positions are perfectly aligned, i.e., the propagation direction is spatially coherent, and 0 if the phase gradients are random. We then used the time points at which the instantaneous PGD > 0.5 to estimate the wave direction (Materials and Methods). Figure 3A shows the distribution of propagating directions for waves recorded from one experiment. Clearly, the waves propagated in a dominant direction along the axis that was approximately parallel to the medial-lateral axis and almost perpendicular to the 17/18 border. To illustrate the spatial dynamics of this dominant propagation direction, we used the data points within 30° of the peak direction to plot an average phase map (Figure 3B), which also showed phase gradient across the array. For the stimulation condition of different orientations, the distributions of wave directions were similar (an example was shown in Figure 3C), suggesting that the waves may be mediated by intrinsic connectivity. In all 10 experiments, the dominant wave direction for single-trial responses was from area 18 to area 17 (Figure 3D). For those experiments in which we measured responses using gratings contrast-reversed at different temporal frequencies (2, 3, 4, or 5 Hz), the distributions of wave directions were also similar for different frequencies (an example was shown in Figure 3E). We also estimated the propagation speed using those time points with PGD > 0.5. For the responses evoked by 4-Hz contrast reversal gratings (Figure 4A), the waves propagated with a mean speed of 0.12 ± 0.03 m/sec (mean ± SD). When we examined the wave speed for responses evoked by stimuli at different temporal frequencies (Figure 4B), we found that the mean wave speed was positively correlated with the frequency of neuronal oscillation (\( \gamma = 0.015 x, R^2 = 0.987 \), Figure 4C). Thus, the stimulus-evoked responses satisfied a dispersion relation [46], suggesting that the responses propagate as waves.

RF Latency Cannot Account for the Phase Shifts of Evoked Responses

Theoretical studies suggest that traveling waves may arise from a network of weakly coupled oscillators [47]. If the waves we observed were explained by such a mechanism, the phase gradient would depend on the intra- and inter-cortical interactions. On the other hand, area 18 is known to be predominantly innervated by Y-type thalamic afferents, whereas area 17 is innervated by both X- and Y-type axons [48]. Since the conduction velocity of Y-type axons is faster than that of X-type axons [49,50], the phase gradient across the 17/18 border may be explained by the spatial distribution of response latencies due to feedforward inputs. To examine this issue, we measured the LFPs in response to sparse noise stimuli, in which each small square was supposed to mainly activate the feedforward inputs. Response latency for each site was estimated from the temporal impulse response of the RF (Materials and Methods, Figure S1). As shown in Figure 3A, while the second harmonic phase maps measured with large stimuli exhibited a clear gradient along the medial-lateral axis, there was no such gradient in the RF latency maps. The GD for the second harmonic phase map was significantly higher than that for the RF latency map (\( P < 0.01, n = 10, \) Wilcoxon signed rank test, Figure 5B), suggesting that the systematic phase differences evoked by the full-field contrast reversal gratings cannot be fully accounted for by the timing differences of the feedforward inputs. Instead, intra- and inter-cortical interactions [47] may be involved in generating the visually evoked waves.

Comparison Between Evoked Waves and Spontaneous Waves

Previous studies showed that spontaneous responses also propagated as waves [9,16], and the spatiotemporal patterns of spontaneous activity resembled the sensory-evoked responses [51]. Since the visually evoked waves were likely mediated by intrinsic cortical connections, we wondered whether a similar wave pattern was present in the spontaneous activity. We compared the spontaneous responses and the responses evoked by 4-Hz contrast reversal gratings measured from the same animals (Materials and Methods). We analyzed the spatial coherence of spontaneous responses across all frequency bands and found that high coherence was limited to low frequencies (Figure 5A). Because our method to characterize wave parameters only applies to signals in a narrow frequency band (Materials and Methods), we band-pass filtered the spontaneous responses at 6–10 Hz, in order to compare them with the 8-Hz oscillatory responses evoked by the 4-Hz contrast reversal gratings. Similar to the stimulus-evoked responses, we obtained the analytic phase by the method of Hilbert transform and analyzed the phase gradient for each time
point of the spontaneous responses. We first compared the wave probability (Materials and Methods) between the evoked and spontaneous activities. We found that wave probability was significantly higher in the stimulus-evoked (27.0% ± 1.6%, mean ± SEM) than the spontaneous activity (17.7% ± 1.9%, mean ± SEM) (P<0.05, Wilcoxon signed rank test). We then estimated wave direction and wave speed for spontaneous activity using those time points at which \( PGD > 0.5 \). Figure 6A shows the distributions of wave directions for spontaneous (orange) and evoked activities (blue) from two experiments. In contrast with the evoked waves, the spontaneous waves appeared to show two propagating directions. For the spontaneous activity, average

Figure 3. Analysis of wave direction for stimulus-induced responses. (A) Distribution of wave directions during all trials for the responses to 4-Hz contrast reversal gratings from one experiment. Red dashed line in the inset represents the 17/18 border. (B) Average phase map using the data points within 30° of the peak direction shown in (A). (C) Distribution of wave directions measured with 4-Hz contrast reversal gratings at different orientations from one experiment. Each color represents one orientation. Data were from the same experiment as that shown in (A). (D) Distribution of wave directions measured with 4-Hz contrast reversal gratings for all 10 experiments. Red dashed lines represent the range of the 17/18 border across different experiments. (E) Distribution of wave directions measured with gratings that contrast-reversed at 2, 3, 4, and 5 Hz, respectively, from one experiment. Red dashed line represents the 17/18 border.

doi:10.1371/journal.pone.0041960.g003
phase maps computed using data points within 30° of the two peak directions showed opposite phase gradients (Figure 6B). Snapshots of different spontaneous events measured in the same animal also revealed opposite wave directions (Figure 6C). In all 9 experiments, we found that the spontaneous activity propagated with two major directions, either from area 17 to 18 or from area 18 to 17, whereas the evoked activity mostly propagated from area 18 to 17 (Figure 6D). When we analyzed the spontaneous responses at a broader frequency band (3–10 Hz), we also observed two peaks in the distribution of wave directions (Figure S2B). This suggests that visual stimulation modulate the propagating directions of ongoing wave activity. In addition to the difference in propagating direction, the distribution of wave speed was significantly shifted to higher values under visual stimulation than spontaneous condition (P<0.005, n=9, Kolmogorov-Smirnov test, Figure 6E).

**Discussion**

We have investigated the spatiotemporal pattern of population activity in cat visual cortex using LFP recordings with multielectrode arrays. We found that the stimulus-entrained oscillatory
Figure 6. Comparison of wave parameters between spontaneous responses and responses induced by 4-Hz contrast reversal gratings. (A) Distributions of wave directions for stimulus-induced (blue) and spontaneous (orange) activities measured in two experiments. Red dashed line indicates the 17/18 border. (B) Upper, average phase maps computed using data points within 30° of the two peak directions for the
activity propagated as waves from area 18 to 17. The direction of the evoked waves was not affected by the stimulus orientation and could not be predicted from the spatial distribution of RF latencies measured with local stimuli. Propagating waves were also observed in the spontaneous activity, which were bidirectional between areas 17 and 18. Furthermore, wave probability and wave speed were higher in the stimulus-induced than the spontaneous responses. Together, these results suggest that visual stimulation may modulate the spontaneous activity to facilitate the information flow from area 18 to 17.

Anatomical and physiological studies show that areas 17 and 18 receive direct inputs from LGN and the two areas process different aspects of visual information in a parallel manner [52]. Area 17 is mainly activated by X- and Y-fibers from LGN, whereas area 18 is activated by the Y-signals [48]. In addition to receiving ascending LGN inputs, areas 17 and 18 also receive cortico-cortical inputs from each other [23,24,25]. When the Y inputs from LGN were deactivated, neurons in area 18 were tuned to slower stimuli, suggesting that area 17 may activate area 18 through cortico-cortical connections [53]. By inactivating the activity in LGN, Mignard and Malpeli [26] showed that the cells in layers 2/3 of area 17 were well driven if area 18 was intact, but their responses were reduced when area 18 was destroyed, suggesting that neurons in layers 2/3 of area 18 can directly drive neurons in layers 2/3 of area 17. In agreement with this result, Martinez-Conde et al [54] showed that pharmacological blockade of neuronal activity in layers 2/3 of area 18 could change the visual responses of cells in layers 2/3 of area 17. In our study, we found that the spontaneous activity propagated as traveling waves along both directions between areas 17 and 18, which may be mediated by the intrinsic cortico-cortical connections. During oscillatory responses elicited by visual stimulation, the waves predominantly traveled from area 18 to 17, suggesting that cortical processing of visual information involves modulating the spatiotemporal patterns of spontaneous activity. To determine whether the direction of evoked waves is due to the latency difference inherent from the feedforward inputs, we measured the latencies for RFs in all recording sites. The spatial distribution of RF latencies did not exhibit clear gradient, suggesting that the evoked waves may be largely mediated by intrinsic cortical circuits and may emerge from the modulation of spontaneous activity.

We used wave probability, defined as the proportion of time points at which PGD > 0.5, to estimate the proportion of wave-like time points for single-trial responses. The low percentage of wave-like time points found in our study may be due to the following reasons. First, the visually-evoked waves may be suppressed by the spontaneous activity, as demonstrated by previous studies [28,55]. Second, we detected waves based on the gradients of phase maps, which had low spatial resolution (8 × 7 resolution in most cases) and thus may be sensitive to noise. For example, if one channel was contaminated by noise, phase gradients at the neighbouring four channels would be inaccurate. This may decrease the degree of alignment among the phase gradients across the array, leading to a decrease in the proportion of time points with PGD > 0.5. Although the wave probability in single trials was low, waves in the evoked responses were continuous and propagated in a pattern of one-cycle-one wave. We analyzed the probability of time points with PGD > 0.5 for each cycle of the single-trial responses induced by 4-Hz contrast reversal gratings (Figure S3). Although the probability in the first and the last cycle was a bit lower than that in the other cycles (probably because the stimulus onset and offset disrupted the neuronal oscillation induced by the contrast reversal gratings), the probability was more or less close to 27% in each cycle. Since the wave-like activity was present in each cycle, the pattern of one-cycle-one-wave could be preserved by averaging over trials. Generally, we found that evoked responses could propagate as waves as long as the responses were well entrained by the contrast reversal gratings.

Using voltage-sensitive dye (VSD) imaging in rat visual cortex, Xu et al [9] reported that the visually evoked waves were initiated in V1 and were compressed/reflected at the V1/V2 border, whereas the spontaneous waves propagated across the cortex without compression and reflection. Although our method could not analyze compression/reflection of the waves, both our study and this previous work showed that the evoked waves exhibited differences from the spontaneous waves. Using VSD imaging in cat visual cortex, Benucci et al [10] examined waves in the space domain and orientation domain, respectively, with focal or full-field contrast reversal gratings. In their analysis of the cortical responses to full-field stimuli, the authors focused more on the phase differences across different orientation columns than those across different cortical distances. While Benucci et al [10] investigated the difference between circuits that underlie spatial selectivity and orientation selectivity, our study aimed to explore the spatiotemporal pattern of population activity across cortical areas. By imaging cortical responses to drifting gratings, a recent study by Onat et al [56] also observed propagating waves in areas 17 and 18, but the wave direction was dependent on the drifting direction of the grating and the wave speed was related to the speed of the grating.

Wave activity has mostly been studied using VSD imaging, which revealed a variety of wave patterns, including plane waves, spiral waves, and target waves [45]. Quantitative description of the waves is essential for us to understand the dynamics of population activity. Early work used a method of SVD to identify wave patterns [12]. However, it is difficult to use this method to automatically detect waves. The algorithm we adapted was based on computing the gradient of instantaneous phase obtained by Hilbert transform [17]. This method allows us to describe propagating activity in the oscillations in a specified frequency band, estimate wave direction and wave speed from single-trial responses, and detect waves under both evoked and spontaneous conditions. However, the method we used can only be applied to plane waves. Recent work described an algorithm based on comparing the correlation of temporal features across space with established flow templates [22,57]. This method works well in detecting target waves and spiral waves in addition to plane waves, but the method is computationally intensive.

The functional significance of the waves is still unclear. Since the direction of evoked waves was independent of stimulus orientation, we speculate that the waves may be involved in communication between areas 17 and 18 rather than coding of specific visual features. Previous studies in cat visual cortex suggested that the interaction between areas 17 and 18 plays an
important role in the integration of border and surface information [30,59]. In addition, neurons in areas 17 and 18 can respond to second-order stimuli [60,61], which may be important in figure-ground segregation. It is of interest for future study to use more complex stimuli to investigate whether the waves across areas 17 and 18 contribute to visual scene segmentation. Furthermore, phase information of neuronal oscillations is important in cortical processing. For example, the spike times of a single neuron relative to the phase of network oscillation can be used to carry stimulus information [33]. Future studies may explore the functions of waves by combining information coding and the spatiotemporal pattern of oscillation phases.

Supporting Information

Figure S1 RF measurement for all sites across the array. (A) Upper, variance of spatial RF map as a function of time after stimulus onset for one recording site. Red dashed line marks the RF latency. Lower, spatial RF maps at different time delays. (B) Spatial RF map at peak variance for each recording site in the array. A, anterior; P, posterior; L, lateral; M, medial. We fitted each RF with a two-dimensional Gaussian,

\[ f(x,y) = Ae^{-\frac{(x-x_0)^2}{2\sigma^2} - \frac{(y-y_0)^2}{2\sigma^2}} \]

where \( A \), \( x_0 \), \( y_0 \), and \( \sigma \) are free parameters. The location of the 17/18 border can be estimated from the changes in RF size and the reversal of RF progression. Red arrow in each row points to the site at which the reversal of RF progression occurred. In the RF maps along the row pointed by a black arrow, each circle represents the contour of Gaussian fit at 1 SD. (C) Gaussian fits of the RFs are shown for the 7 recording sites in the row marked by a black arrow in (B).

(TIF)

Figure S2 Analysis of spontaneous responses. (A) Spatial coherence as a function of frequency. Shaded region: standard error of the mean. (B) Distribution of wave directions for spontaneous responses band-pass filtered at 3–10 Hz, averaged from 9 experiments. Red dashed lines indicate the range of 17/18 border. (C) Comparison of wave speed between spontaneous and stimulus-induced responses at different oscillation frequencies. Red circle: mean wave speed for the spontaneous responses band-pass filtered at 2–6, 4–8, 6–10, and 10–12 Hz, respectively. The red dashed line represents the linear fit \( y = 0.012x \), \( R^2 = 0.991 \). Blue circles, mean wave speed for the stimulus-induced responses that oscillated at 4, 6, 8, 10 Hz, respectively. The blue dashed line represents the linear fit \( y = 0.013x \), \( R^2 = 0.907 \). Error bars are SEM. Results were from 4 experiments.

(TIF)

Figure S3 Wave probability for each cycle of the evoked responses. Proportion of time points with PGD > 0.5 was computed for the single-trial responses in each cycle of neuronal oscillation induced by 4-Hz contrast reversal gratings (n = 10).

(TIF)
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